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ABSTRACT
Most research funders require Data Management Plans (DMPs). The review process can 
be time consuming, since reviewers read text documents submitted by researchers 
and provide their feedback. Moreover, it requires specific expert knowledge in data 
stewardship, which is scarce. Machine-actionable Data Management Plans (maDMPs) 
and semantic technologies increase the potential for automatic assessment of 
information contained in DMPs. However, the level of automation and new possibilities 
are still not well-explored and leveraged. This paper discusses methods for the 
automation of DMP assessment. It goes beyond generating human-readable reports. It 
explores how the information contained in maDMPs can be used to provide automated 
pre-assessment or to fetch further information, allowing reviewers to better judge the 
content. We map the identified methods to various reviewer goals.
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INTRODUCTION
A data management plan (DMP) describes how research data is created, managed, shared, and 
preserved. Most funding bodies worldwide require DMPs for research projects (Miksa, Oblasser & 
Rauber 2021). The DMPs are reviewed by reviewers appointed by funders. Institutions, such as 
universities, also offer reviewing DMPs by research support staff, for example, before the DMP 
is submitted to funders.

The reviews are in most cases done manually, that is, reviewers read text documents submitted 
by researchers and provide their feedback. There are some standardized checklists for reviewers, 
for instance, Science Europe provides its evaluation rubric.1 Given the scope of DMPs and the 
heterogeneity of practices regarding research data management across disciplines, it is hard 
for reviewers to be experts on all aspects, such as metadata standards, repositories, licensing, 
etc. Thus, the quality of feedback mostly depends on the reviewer’s expertise and may lack 
required insight, overview, and objectivity.

Machine-actionable DMPs (maDMPs) (Miksa et al. 2020; Miksa et al. 2021) provide a structured 
way of organizing information contained in traditional DMPs. For instance, they make it explicit 
what datasets are created, where they will be published, what metadata will be used, and under 
which license. There is already a preliminary work done that shows how relevant information 
can be filtered and presented to reviewers by using SPARQL queries (Foidl et al. 2021). However, 
the potential for automatically validating information contained in DMPs is still not understood 
and leveraged by the broader research data management (RDM) community. For example, 
there are no systems in place that use maDMPs to facilitate the work of reviewers.

This paper aims to provide a toolbox of automation approaches for DMP assessment. We go 
beyond generating human-readable reports from machine-actionable DMPs. We investigate 
methods that help in assessing the quality of information provided, such as the extent to 
which decisions described by a DMP lead to FAIR data (Wilkinson et al. 2016), or whether the 
requirements by a specific funder are met. In our investigations, we consider the possibilities 
provided by semantic web technologies, as well as the tools and services that facilitate research 
data management. We map the identified methods to reviewers’ goals to identify what kind of 
checks they support and what still remains the reviewers’ task.

The paper is structured as follows. Section 2 describes the settings in which we consider the 
proposed methods, and presents the breakdown of reviewers’ goals. Section 3 describes some 
selected methods for the automated assessment of DMPs. Section 4 maps the identified 
methods to the goals of reviewers. In Section 5, we discuss their limitations and give an outlook 
on further future research direction. Section 6 presents related work. We conclude the paper 
in Section 7.

REQUIREMENTS AND USAGE SCENARIOS
In this section, we describe the current practice of reviewing the DMPs, and outline two possible 
scenarios that we consider feasible solutions that use maDMPs to improve the process. All other 
permutations can be derived from these scenarios. For simplicity, we focus on these two. We 
also identify the key goals of a DMP review. We will use these goals to drive our research on 
methods that facilitate the work of reviewers, and to evaluate how the identified methods 
contribute to these goals.

USAGE SCENARIOS

The possibilities and benefits of machine-actionability have not been understood well by the 
RDM community, yet. This leads to new solutions trying to fine-tune the existing inefficient 
solutions, instead of re-thinking the bigger picture to improve the DMP review process.

Figure 1 depicts three different scenarios for DMP reviewing. The first one, labelled as AS-IS, 
depicts the typical setting currently in use by most funders. A researcher uses a DMP Software, 
such as DMP Tool, DAMAP, Argos, DS-Wizard, etc., to generate a PDF containing answers to 

1 https://www.scienceeurope.org/media/4brkxxe5/se_rdm_practical_guide_extended_final.pdf.

https://www.scienceeurope.org/media/4brkxxe5/se_rdm_practical_guide_extended_final.pdf
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questions defined in a funder’s template. Reviewers evaluate the DMP by reading the answers 
from the text document.

The scenarios labelled as TO-BE-1 and TO-BE-2 depict potential settings that we consider 
in our work. In TO-BE-1, the researcher still uses the DMP Software to produce a DMP, but, 
compared to the current practice, the software sends the maDMP to the funder. Funders have 
a dedicated software for evaluation of maDMP. The software provides structured, human-
readable information and metrics to pre-assess the answers in the maDMP. For instance, it 
displays the level of FAIRness of datasets described by the maDMP, so that the reviewers do not 
have to check that manually. The reviewer still makes the final judgment, but based on more 
solid information. This example shows that machine-actionability not only helps in exchanging 
and structuring information, but that it also enables machines to take actions based on this 
information, such as calculating the FAIRness level.

The scenario labelled as TO-BE-2 is similar to the TO-BE-1 scenario. The main difference is that 
the DMP evaluation software is used at the researcher’s side to provide feedback on the quality 
of the DMP, before it is sent to the funder, either as a traditional DMP or as a maDMP. In case 
the funders do not want to adopt any changes on their side, then the researcher’s side can 
still benefit from the automated checks. The symbol of the cloud used in the TO-BE-2 scenario 
means that what is transferred to the funder is undefined, i.e. whether it is a traditional DMP or 
a maDMP. This has no impact on this scenario and depends on the specific setting, for example, 
how the stakeholders want to exchange information. In case the funders do not want to adopt 
any changes on their side, then the researcher’s side can still benefit from the automated 
checks.

DMP REVIEW GOALS

The process of writing and reviewing a DMP does not have to be considered only from the 
perspective of fulfilling funder requirements, since DMPs can also be used or mandated in other 
settings. For example, writing a DMP can be an internal requirement of universities for their 
students, or companies can use DMPs as their internal documents to have a better overview of 
data used in their projects. Despite the fact that the majority of existing resources and use cases 
focus on checking whether DMPs fill funders’ requirements, we believe that checking compliance 
with funders’ requirements is not the only goal of the reviewers. The Science Europe Evaluation 
Rubric states that the work of the reviewer is to ‘assess whether the information provided in 
the DMP is sufficient to ensure that the research team will manage data as expected’ (Europe 

Figure 1 Scenarios depicting 
current situation (AS-IS) 
and two possible scenarios 
for automation of maDMP 
evaluation (TO-BE).



4Miksa et al. 
Data Science Journal  
DOI: 10.5334/dsj-2023-
028

2021). Based on this formulation, our own experience and discussions with fellow reviewers, 
we broke down this high-level objective into more specific goals:

•	 G1. Completeness: the coverage of all relevant aspects of research data management 
in the DMP. It can happen that DMPs miss some sections, e.g. no information on ethical 
aspects is provided. In other cases, DMP can provide only partial information, e.g. licenses 
are defined for only a subset of datasets listed in the DMP, and for unknown reasons the 
rest is undefined.

•	 G2. Feasibility: the possibility to put all DMP content into practice through concrete 
actions. This can include the identification of inconsistencies with a DMP. For example, a 
DMP does not plan sufficient storage for the data that will be produced.

•	 G3. Quality of actions: the relevance and effectiveness of the actions listed in the DMP 
and performed according to it. In other words, to assess whether what was described can 
be or was (depending on the phase) implemented according to community standards. 
For example, whether the data is FAIR, can be openly accessed, etc.

•	 G4. Non-ambiguity: clear and non-ambiguous formulation of the DMP. This is especially 
relevant for the non-machine-actionable parts of DMPs, that is, the parts containing text 
with verbal explanation, e.g. motivating the use of specific tools, techniques, services, etc.

In the remainder of the paper, we focus on methods dealing with machine-actionable 
information; language check of nonstructured text is out of scope for our investigations. Hence, 
methods described in Section 3 address goals G1-G3.

METHODS FOR AUTOMATED ASSESSMENT OF DMPS
The paper does not suggest one specific system, tool, or solution to be used. Instead, it discusses 
a range of approaches that we found relevant and useful in the context of DMP assessment. 
It should facilitate and encourage the development of tools for automated DMP assessment.

DMPs are ‘living documents’, which means that towards the beginning of the project they 
describe planned actions, while towards the end they focus on describing the actions taken. 
The methods discussed below can be applied in different stages of the DMP lifecycle.

maDMPs heavily rely on information stored in other systems, such as grant databases, 
repositories, curated registries, and research knowledge graphs, among others. They use 
URLs and persistent identifiers to refer to this information (Miksa et al. 2019). Exploring these 
references is crucial in achieving real automation and machine-actionability. Most of the 
methods described in this section focus on exploiting them.

Figure 2 presents an overview of methods explored by us in order to create a toolbox for 
automated assessment of maDMPs.

RDF-BASED VALIDATION

The emergence of the RDF serialization of maDMPs (Cardoso et al. 2022) opens up the possibility 
of utilizing semantic web-based validation of maDMPs. In their paper, Cardoso et al. provide an 
example maDMP validation using Shape Expression (ShEx) (Boneva et al. 2017), demonstrating 

Figure 2 Overview of 
automation methods for DMPs.
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the validation capabilities of the semantic web technologies. Recently, W3C has approved 
recommendation of the Shapes Constraint Language (SHACL)2 for RDF data validation, which 
provides a W3C standard alternative for ShEx.

These RDF-based validation methods facilitate maDMP content validation based on defined 
constraints. SHACL, in particular, allows users to describe constraints as shapes which contain 
descriptions of their targets–the nodes that they intend to validate. A target could be all 
instances of a particular RDF class, subjects or objects of a particular RDF property, or an explicit 
list of nodes. SHACL supports definitions of various constraint types. We provide the following 
examples of constraints that are particularly relevant to the maDMPs:

•	 Class or data types: to check if a property value is compatible with the allowed value 
types, e.g., ‘the cost value should be of type integer or float’.

•	 Cardinality of property values: to check whether the number of occurrences for a certain 
maDMP property is contained between the minimum and the maximum number of 
values allowed, e.g., ‘the number of title of a DMP should be exactly one’.

•	 String regular expression matching: to validate a property value against a given regular 
expression, e.g., ‘The URL of the system hosting should follow the following regex pattern: 
^\\w+: (\\/){0,2}[^\\s]+$’.

•	 Controlled vocabularies for property values: to validate a property value against a 
closed list of allowed values, e.g., ‘the dataset distribution access value should be one of 
the following string: ‘open’, ‘shared’ or ‘closed’’.

To demonstrate such functionality, we have developed the maDMP-Ontology Toolkit (MadPot)3 
with two main functionalities: (i) to allow transformation between maDMP JSON serialization 
to RDF and vice-versa, and (ii) to allow validation of maDMP ontology instances based on the 
specification provided in the DMP-Common-Standard specification. An excerpt of the SHACL 
validation shape is shown in Listing 1.

We evaluate MadPot on the examples maDMP JSON files provided from the DMP-Common-
Standard GitHub page,4 and the result shows that MadPot can detect issues within maDMP 
files successfully previously mentioned, i.e., class/datatype, cardinality, regular expressions, 
and controlled vocabulary validations. Further, the use of RDF and SHACL would further custom 
validation rules to be enforced for certain maDMPs, e.g., for specific institutions of funding 
agencies.

2 https://www.w3.org/TR/shacl/.

3 https://github.com/fekaputra/MadPot.

4 https://github.com/RDA-DMP-Common/RDA-DMP-Common-Standard.

Listing 1 An SHACL shape 
excerpt for validating DMP 
Contact Identifier Type (i.e., 
one of ‘orcid’, ‘isni’, ‘openid’ or 

‘other’).

@prefix madmp: <https://w3id.org/madmp/terms#> .

@prefix ex: <https://w3id.org/dcso/id/example/> .

@prefix sh: <http://www.w3.org/ns/shacl#> .

@prefix xsd: <http://www.w3.org/2001/XMLSchema#> .

# ...

[] sh:property [

sh:path madmp:contact_id;

sh:name "The Contact ID Schema";

sh:minCount 1; sh:maxCount 1;

sh:property [

sh:path madmp:identifier_type;

sh:name "The DMP Contact Identifier Type Schema";

sh:description "ID type. Allowed values: orcid, isni, openid, other";

sh:minCount 1; sh:maxCount 1;

sh:in ("orcid"^^xsd:string "isni"^^xsd:string

"openid"^^xsd:string "other"^^xsd:string);

];

].

https://www.w3.org/TR/shacl/
https://github.com/fekaputra/MadPot
https://github.com/RDA-DMP-Common/RDA-DMP-Common-Standard
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IDENTIFIER ANALYSIS

One of the simplest approaches that does not require complex processing of information is 
identifier analysis. maDMPs contain identifiers that are mostly resolvable links, e.g. URIs that 
overlap with URLs, or DOIs that are in form of a URL. There are two types of checks for the links 
used in maDMPs that can help in the assessment:

•	 Existence of linked objects: to check whether the provided link actually points to an 
existing resource or whether it is broken. For example, this can be used to check whether 
a DOI for a dataset exists, i.e. whether the dataset was deposited into a repository.

•	 Link whitelist/blacklist: to check whether the DMP links to an allowed/forbidden 
resource.

To implement an evaluator tool for link existence, it is enough to check whether the HTTP 
response is in the successful range (2xx) or in the error range (4xx, 5xx). If the HTTP response 
is 3xx, the evaluator should first follow the redirect. If the response is in the error range, the 
evaluator tool should show a warning that the DMP contains unreachable or erroneous links.

To implement the whitelist for link analysis, one needs to define a list of permitted links for 
the given field of an maDMP. For example, if an organization allows only a CC-BY license to 
be assigned to data, then the whitelist must consist of URIs corresponding to different CC-
BY licenses. Please note that this is a common requirement to refer to licenses using URIs. 
For example, the CC-BY license should be linked using https://creativecommons.org/licenses/
by/4.0/. The tool must map the whitelist to the corresponding field in the maDMP. In the provided 
example, it would map to dataset\distribution\license_ref. The blacklist can be implemented 
analogously.

The link analysis method described in this section checks whether the links are correct and 
whether they fulfill specific criteria defined by a funder or an organization. It does not fetch 
information from the resource the link points to. This is in contrast to methods described in 
consecutive sections that depend on information retrieved from external resources.

USING INFORMATION FROM LINKED RESOURCES

Resolving links and fetching additional information from services, registries, and other types 
of systems to which maDMPs point is crucial in establishing a better context enabling proper 
assessment of DMPs. Compared to methods in Section 3.2, here we assume that the services 
in which the linked resources are stored provide custom Application Programming Interfaces 
(APIs) that we can call to retrieve information on the linked resources. We can distinguish two 
types of checks:

•	 Resource validity: to check at the specific linked service whether the given resource 
is valid, e.g. whether a metadata registry has a metadata standard under a specific 
identifier.

•	 Context fetching: to retrieve additional information on the specific resource that allows 
the reviewer to better understand the context, e.g. whether the specified metadata 
standard applies to the domain for which the DMP is created.

We developed a prototype of an evaluator5 that queries an external resource to get more 
information on a specific URI used with maDMP. For example, the maDMP specification requires 
information about the metadata standard that describes the format of the actual metadata 
of the dataset (metadata_standard_id). Instead of creating a new metadata standard, 
one should link to the existing one from a curated registry. An example of such a registry is 
FAIRsharing (Sansone et al. 2019). FAIRsharing record for a metadata standard, such as the 
DataCite Metadata Schema,6 contains information about license of that standard, its readiness, 
related taxonomies and domains, and additional metadata.

The evaluator tool takes an URI, for example, metadata_standard_id, and checks whether it 
is registered in FAIRsharing.org. If metadata_standard_id is verified, it gets a high score due to 

5 https://github.com/vknaisl/madmp-metadata-standard-link-evaluation.

6 https://doi.org/10.25504/FAIRsharing.me4qwe.

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://github.com/vknaisl/madmp-metadata-standard-link-evaluation
https://doi.org/10.25504/FAIRsharing.me4qwe
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the wide acknowledgment of FAIRsharing. Otherwise, it indicates that this standard is either 
not suitable/known or that the URI/PID is wrong, and therefore gets penalized with a low score.

In a similar way, a list of suitable/scored URIs or PIDs could be supplied to serve as the evaluation 
criteria. Furthermore, some of the target metadata about the linked resource could be specified 
as criteria. For instance, only resources from FAIRsharing that are there marked as ‘ready’ can 
be used. However, such checks depend on the structure of metadata in the registry and the API 
provided. Specific constraints can be set by funders or organizations depending on the specific 
context and requirements.

USING SCIENTIFIC KNOWLEDGE GRAPHS

Semantic web and specifically Linked Open Data (LOD) (Florian & Martin 2012) allows us to 
link existing knowledge to help in the interpretation and assessment of DMPs. The semantic 
web was invented to make machines the primary consumer of information. Similar to Section 
3.1, the maDMPs can be serialized using RDF. This in turn enables linking to other concepts 
from the semantic web and not only makes the information stored in maDMP more precise, 
but also provides a broader context. For example, for a given dataset, one can fetch additional 
information on the repository in which it is stored, such as the geographical location or type 
of the repository. If the repository is located in the United States, then an indicator may be 
switched reporting a violation of the GDPR regulations for European researchers. The additional 
information can also reveal that the dataset does not match the domain of the repository, for 
instance, one should not put biotechnology datasets into a mechanical engineering repository.

One example of an existing Scholarly Knowledge Graph (SKG) (cf. Section 6) is the OpenAIRE 
Research Graph. We implemented a SPARQL query that fetches additional information on the 
dataset (see listing 2). The query shows that with a given PID, such as a DOI, we are able to 
retrieve common metadata as an RDF result set. Many properties are optional in the query. This 
is necessary since the metadata we wish to retrieve is mostly incomplete. For the example, we 
see in the first filter statement that we will get metadata like the data source name, subjects, 
and the title upon execution. However, we will not get any information about their creators or 
country. Another limitation next to incomplete metadata is the incompleteness of publication 
records in the OpenAIRE KG. In fact, there is a mismatch between the graphical web browser 
OpenAIRE Explore and OpenAIRE’s KG. We can find an entry of the publication behind the 
negative example in our query in OpenAIRE Explore, but not in its KG. However, as this is just 
a matter of further populating the KG, we see much potential here for future use, especially 
because RDF is a highly automatable specification and the metadata can therefore be easily 
linked to maDMPs.

EXPECTED FAIRNESS ASSESSMENT

Some parts of a data management plan make statements about planned FAIRness which can 
be then expected from the related results, e.g., published datasets. There are several tools that 

Listing 2 SPARQL example 
to query SKG for additional 
information needed for review 
of a DMP.

SELECT ?pid ?result ?creator ?dateofacceptance ?subject ?project

?resultTitle ?resultType ?country ?datasourceName

WHERE {

?result oav:pid | oav:resPersistentID ?pid .

?result rdf:type oav:ResultEntity.

OPTIONAL {?result oav:creator ?creator . }

OPTIONAL {?result oav:dateofacceptance ?dateofacceptance . }

OPTIONAL {?result oav:subject ?subject . }

OPTIONAL {?result oav:outcome ?project . }

OPTIONAL {?result oav:title ?resultTitle . }

OPTIONAL {?result oav:resulttype ?resultType . }

OPTIONAL {?result oav:country ?country . }

OPTIONAL {?result oav:collectedfrom ?datasourceName . }

### Input paramaters: PID/DOI ###

filter(?pid = "10.5281/zenodo.3974548") # Positive examples

# filter(?pid = "10.6084/m9.figshare.5718835") # Negative example

}
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support the creation of data management plans including a FAIR metrics evaluation based on 
users’ answers. We can explore this knowledge in the DMP tools and apply it to the maDMP 
evaluation to assess expected FAIRness and possibly other metrics relevant to a funder.

For example, in the maDMP specification, there is a field indicating the license for a dataset. This 
field can contain a known license URL, e.g., CC-BY,7 or any other URL, such as a link to a custom 
PDF. We can define a list of known URLs that match each of the cases. Then, we can easily 
evaluate the reusability by confronting answers from a maDMP with such metric-assigned lists 
based on the knowledge extracted from DMP tools. The individual scoring of answers and their 
mapping to maDMPs again depends on the specific context and requirements of funders or 
institutions.

An example of such a tool is the Data Stewardship Wizard (Pergl et al. 2019). Researchers 
answer questions in a so-called ‘smart questionnaire’. FAIR metrics are set for specific answers 
to indicate whether they are good or bad for a given metric. There is a Common DSW Knowledge 
Model (capturing the questionnaire structure including metrics configuration) for general 
data management planning. We can use the FAIR metrics encoded there, and automatically 
evaluate the FAIRness of certain aspects of maDMP.

With respect to the reusability and license example above, there is the following question about 
dataset distributions in the model with the answers indicating the Reusability metric:

Under what license will the dataset be made available?
a) They will be freely available for any use (public domain or CC0) (Reusability = 1)
b)  They will be freely available with the obligation to quote the source (e.g., CC-BY) 

(Reusability = 0.9)
c) They will be available under some restrictions (Reusability = undefined)

We can explore further questions in the Common DSW Knowledge Model and map them to 
maDMP fields to implement evaluation metrics. Furthermore, the assessment can be based on 
knowledge captured in multiple tools, guidelines, best practices, and other resources.

ACHIEVED FAIRNESS ASSESSMENT

Shortly after the FAIR principles (Wilkinson et al. 2016) were introduced, several tools emerged 
to address automatic checking of compliance with the principles. Such tools are commonly 
called FAIR evaluation tools or FAIRness evaluators. Usually a PID of a resource (e.g., DOI, 
Handle, or URL) is accepted as input, a series of checks for each principle is performed, and 
results are presented.

An maDMP contains dataset identifiers (dmp/dataset/dataset_id/identifier) that can be 
used as input for the FAIRness assessment. Thus, for each dataset, an automatic check via API 
of a FAIRness evaluator can be done. The result can be used for indication (show the score) or 
alternatively a criterion can be set (e.g., minimal score or required checks to pass).

One of the tools that we can use for the evaluation of FAIRness is the F-UJI automated FAIR 
data assessment tool (Devaraju & Huber 2022). It is an open-source project and can be easily 
deployed with a well-documented and easily usable REST API. Then, for each dataset (and its 
identifier), an HTTP POST request to the /evaluate endpoint will be made with the identifier 
in the payload. The response contains detailed information for 16 tests performed, including 
summarized scoring, which can be presented to the user who requests a DMP evaluation.

The evaluation of FAIRness using F-UJI is prototyped8 as a simple command-line utility in 
Python. It takes a DMP in JSON as an input, extracts all dataset identifiers, and tries to evaluate 
them via request to the configured F-UJI API. The prototype demonstrates the possibility of 
utilization of external FAIRness evaluators and can be easily further extended, for instance, to 
have configurable criteria or use detailed results.

Other current and future FAIRness evaluators that provide usable APIs can be integrated and 
used to score various PIDs from maDMPs. We also investigated FAIRshake (Clarke et al. 2019) 

7 https://creativecommons.org/licenses/by/4.0/.

8 https://github.com/MarekSuchanek/madmp-fairness-evaluation.

https://creativecommons.org/licenses/by/4.0/
https://github.com/MarekSuchanek/madmp-fairness-evaluation
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and the FAIR Maturity Evaluation Service (Wilkinson et al. 2019). The first one is relatively 
complex, but it is also supplied with a Python client library. It allows the user to specify metrics, 
projects, digital objects, and assessments; a maDMP would be turned into a project with a list of 
digital objects assessed using specified criteria/metrics. For the second tool, there is no suitable 
API documentation; however, it is available as an open-source project.9 It could be deployed 
with its own maturity indicators specified, forming collections, and then evaluate each PID 
from a maDMP separately.

MAPPING OF METHODS TO REVIEWER GOALS
This section reports on the evaluation of existing methods for conducting validation on maDMP 
against the identified goals of reviewers from Section 2.

Table 1 shows the mapping of goals to methods. If the specific method supports the goal, we 
indicate it with ‘Y’. Otherwise, the cell is empty.

The results show that only the RDF-based validation helps in assessing the G1. Completeness of 
maDMPs. This is because SHACL constraints are meant to validate contents of RDF documents 
and, in this case, the maDMP is another type of an RDF document. Goal G2. Feasibility is 
supported by using information from linked resources and from SKGs. This is because these 
two methods provide means to fetch additional information that renders the information 
from maDMPs in the wider context: this additional information helps reviewers to assess how 
realistic and feasible the DMP is. The difference between these two methods is only in the 
technical aspects of how this context is accessed and represented. Goal G3. Quality of actions 
is supported by all methods except for the RDF-based validation. In this case, methods such 
as Identifier analysis and Achieved FAIRness check the quality of actions performed, while the 
three others are more relevant in the planning phase to identify whether planned actions meet 
community standards or specific requirements. The goal G4. Non-ambiguity is not supported 
by any of the methods. This is because all of the methods discussed in this paper deal uniquely 
with machine-actionable information; language check of nonstructured text was out of the 
scope of this publication. Yet, in Section 5 we discuss how this goal can be supported.

DISCUSSION AND FURTHER RESEARCH CHALLENGES
Although there is currently no known approach for a holistic automated DMP evaluation, we 
reused existing procedures and tools as integral parts of our methods for the evaluation of 
maDMPs. In a sense, we extended the potential use cases for these procedures and tools.

In this paper we focused on machine-actionable aspects of maDMPs. A limitation of this method 
is that a considerable amount of information in maDMPs is still unstructured, due to plain text 
answers and hence hinders automated assessment and evaluation of maDMPs. Consider the 
following question from the Science Europe Evaluation Rubric template:10 “What ethical issues 
and codes of conduct are there, and how will they be taken into account?”. Answers to this 
type of questions can vary, e.g in length, number of paragraphs, terms used and sentence 
structure. This is where Information Retrieval (IR) and Natural Language Processing (NLP) 
techniques would come in handy. Using IR methods, relevant paragraphs to the questions can 
be extracted from the DMPs. Hence, methods like extractive question answering (Fajcik et al. 

9 https://github.com/FAIRMetrics/Metrics/tree/master/MetricsEvaluatorCode/Ruby/fairmetrics.

10 Section 4c: https://www.scienceeurope.org/media/4brkxxe5/se_rdm_practical_guide_extended_final.pdf.

GOAL/METHOD RDF-BASED IDENTIFIER 
ANALYSIS

LINKED 
RESOURCES

SKGS EXPECTED 
FAIRNESS

ACHIEVED 
FAIRNESS

G1. Completeness Y – – – – –

G2. Feasibility – – Y Y – –

G3. Quality of 
actions

– Y Y Y Y Y

G4. Non-ambiguity – – – – – –

Table 1 Mapping of reviewers’ 
goals to methods for 
automated assessment of 
maDMPs.

https://github.com/FAIRMetrics/Metrics/tree/master/MetricsEvaluatorCode/Ruby/fairmetrics
https://www.scienceeurope.org/media/4brkxxe5/se_rdm_practical_guide_extended_final.pdf
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2021) and Named Entity Recognition (NER) can help to extract knowledge, i.e. text segments 
or concepts, from relevant paragraphs that contain answers to the questions. Thereby, the 
extracted knowledge can be used to semantically enrich the maDMPs. In our example, codes 
of conduct and ethical issues could be mapped to entries in large-scale KGs like DBpedia or 
Wikidata. Part of the assessment, like checking off non-critical ethical issues, could this way be 
automated and the critical ones could be highlighted for further expert-assessment.

Next to automated evaluation/assessment, another benefit and application scenario for RDF-
based maDMPs would be template and requirements refinement. Funding Agencies could use 
analysis and data mining techniques to aggregate the semantified answers and based on that 
refine requirements and provide helpful information on how to answer the template questions 
in a more structured manner, by e.g. providing a set of commonly used licenses based on the 
previously given answers.

RELATED WORK
This section presents selected related work that puts our research in context and provides 
pointers to technologies and methods that we based our research on.

RDF-BASED CONSTRAINT EVALUATORS

Prior to the development of SHACL, several attempts were made to create a constraint 
validation mechanism using RDF Graph constraint languages or similar methods. Pellet-ICV 
(Tao et al. 2010) enables users to work within the Closed World Assumption (CWA) and the 
Weak Unique Name Assumption (Weak-UNA), allowing application developers to combine 
open world reasoning and closed world constraint validation in a flexible manner.

Another viable option is SPIN. SPIN11 is a SPARQL-based rule and constraint language for the 
Semantic Web, a programming language that combines concepts from object-oriented 
languages, query languages, and rule-based systems to describe constraints within RDF graph 
data. RDFUnit (Kontokostas et al. 2014) is a test-driven data debugging framework for linked 
data. RDFUnit is not a constraint language in the traditional sense, but it can be used to validate 
and improve the quality of RDF graph data.

Another high-level RDF vocabulary for specifying the shape of RDF resources is Resource 
Shapes.12 Resource Shapes are made up of RDF triples that an RDF graph is expected to have 
and a set of integrity constraints that the RDF graph must meet. Boneva et al. (2017) defined 
ShEx as a schema formalism for describing the topology of an RDF graph. It defines constraints 
on the admissible neighborhood for nodes of a given type using regular bag expressions.

In contrast to other approaches, Semantic Web Rule Language (SWRL)13 was designed to be a 
rule language rather than a constraint language. In practice, however, many users use SWRL 
to validate constraints.

SCIENTIFIC KNOWLEDGE GRAPHS

Persistent identifiers for datasets, funders, grants, metadata, contributors, and also for the DMP 
itself can point to Scientific Knowledge Graphs (SKG). Generally, a knowledge graph can be 
defined ‘as a graph of data intended to accumulate and convey knowledge of the real world, 
whose nodes represent entities of interest and whose edges represent potentially different 
relations between these entities’ (Hogan et al. 2021). In a scientific context, knowledge graphs 
specify an area of interest that includes the actors, documents, and other research outputs and 
knowledge (Manghi et al. 2021). An example can be the OpenAIRE Research Graph Data Model, 
which uses the European OpenAIRE infrastructure, and is a model used to describe scientific 
objects (Manghi et al. 2019).

11 https://www.w3.org/Submission/spin-overview/.

12 https://www.w3.org/Submission/shapes/.

13 https://www.w3.org/Submission/SWRL/.

https://www.w3.org/Submission/spin-overview/
https://www.w3.org/Submission/shapes/
https://www.w3.org/Submission/SWRL/
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SCIENTIFIC OUTPUTS ASSESSMENT

In the last decade, there has been a shift in a mindset on how to assess scientific output. 
There are initiatives like COARA,14 DORA,15 or Hicks et al.’s (2015) that promote the introduction 
of new qualitative indicators. The new indicators should serve as a complement to the peer 
review. Furthermore, the indicators aim to better evaluate the actual content of the scientific 
output. It should also foster the reduction of the inappropriate usage of the Journal Impact 
Factor or h-Index for assessing the quality of the research output. The quality indicators should 
encourage the sharing of data and results, open collaboration or contributions to the research 
ecosystem, and knowledge generation.

CONCLUSION
In this paper, we discussed methods for automating DMP assessment. To do so, we identified 
the different goals that reviewers of DMPs may have. These include DMP completeness, 
feasibility, quality of actions, and non-ambiguity. We also analyzed scenarios in which methods 
can be used for automated assessment of DMPs. These go beyond the review of the DMP by 
a funder, and include settings in which the assessment is used as a continuous feedback to 
the person creating and improving a DMP. We identified methods and provided examples and 
implementations of them to demonstrate how specific reviewer tasks can be automated. 
The methods depend on the machine-actionability of DMPs and include semantic web 
technologies, integration with registries and knowledge graphs, and FAIRness evaluation tools. 
We mapped the methods to reviewers’ goals to identify which goals can be supported using 
specific methods. The methods investigated in this paper can be applied to different phases of 
a DMP lifecycle: at the early stages, when DMP is more aspirational, or at the later stages, when 
DMP mostly describes actions that were already performed.

The proposed methods constitute a toolbox that can be used to build specific tools for 
automated maDMP assessment. Specific tools must take into account the exact constraints in 
which the tools will be used, for instance, reflecting specific funder requirements, or institutional 
policies or legal constraints.

As a follow-up to our work, we plan to map these methods to popular funder templates to 
identify the level and kind of automation possible. In the long term, we plan to use Information 
Retrieval and Natural Language Processing (NLP) techniques to create further methods that 
better address the non-machine-actionable parts of maDMPs.
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