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ABSTRACT
Data sharing is crucial for strengthening research integrity and outcomes and for 
addressing complex problems. In cybersecurity research, data sharing can enable the 
development of new security measures, prediction of malicious attacks, and increased 
privacy. Understanding the landscape of data sharing and use in cybersecurity research 
can help to improve both the existing practices of data management and use and the 
outcomes of cybersecurity research. To this end, this study used methods of qualitative 
analysis and descriptive statistics to analyze 171 papers published between 2015 
and 2019, their authors’ characteristics, such as gender and professional title, and 
datasets’ attributes, including their origin and public availability. The study found that 
more than half of the datasets in the sample (58%) and an even larger percentage of 
code in the papers (89%) were not publicly available. By offering an updated in-depth 
perspective on data practices in cybersecurity, including the role of authors, research 
methods, data sharing, and code availability, this study calls for the improvement of 
data management in cybersecurity research and for further collaboration in addressing 
the issues of cyberinfrastructure, policies, and citation and attribution standards in 
order to advance the quality and availability of data in this field.
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INTRODUCTION
Cybersecurity focuses on safeguarding cyberspace from unauthorized access, malicious 
damages, and disruptions (Cybersecurity 2009; Kemmerer 2003). Cybersecurity research is an 
interdisciplinary domain that, in addition to developing safeguarding technologies, explores 
security and privacy-related events and human-oriented processes (Cavelty 2018; Craigen 
et al. 2014). Recently, cybersecurity research also expanded its repertoire of data sources to 
include network and application traces, database and information system activities, and user 
activities (Sarker et al. 2020). Many government, commercial, and non-profit organizations now 
collect cybersecurity-related information that can be used for research (Choucri et al. 2018).

Data plays a critical role in cybersecurity research. As threats continue to evolve, becoming more 
sophisticated and harder to detect, researchers need access to a wider range of data to stay 
ahead of potential risks and find solutions that work in the ever-changing landscape of data 
and technologies (Linger et al. 2017; Walton et al. 2021). Mitigating new forms of malware, 
ransomware, and phishing attacks requires a proactive collaborative approach to cybersecurity 
that involves prompt sharing of knowledge, including sharing of data and techniques (Sebastian 
2022). However, organizations and research groups often operate in isolation when it comes 
to cybersecurity efforts. The reluctance to share sensitive information, even for the purpose of 
enhancing security, limits the scope and effectiveness of research (Camp et al. 2009).

Given these factors, an understanding of the existing landscape of data sharing and use in 
cybersecurity research can help to identify barriers to effective data sharing, contribute to the 
development of a more robust cybersecurity infrastructure, and encourage a more collaborative 
approach, thereby enhancing overall digital security. Apart from several studies and reports, 
cybersecurity data sharing is an unexplored area (Balenson et al. 2020; Sauerwein et al. 2019; 
Serrano et al. 2014). Considering that research data sharing in other domains has already been 
shown to be crucial for strengthening research integrity and outcomes (Berman et al. 2014; 
Douglass et al. 2013; Maxson Jones et al. 2018), this paper aims to fill a gap on this topic in 
cybersecurity research and stimulate the discussion about broader data sharing and re-use.

BACKGROUND
Cybersecurity research depends on the availability and quality of data (Sarker et al. 2020). 
If shared, many types of data, including network data, malware samples, website crawling 
results, social media, and human user event data, could help to advance research (Camp et al. 
2009; Sun et al. 2019). And yet, researchers have consistently reported lack of quality datasets, 
particularly datasets that are dynamic and reflect the changing nature of security-related 
behaviors (Brown et al. 2009; Shiravi et al. 2012; Sommer & Paxson 2010). Difficulties obtaining 
operational security data also slow down newer forms of research that rely on data science and 
machine learning (Li & Oprea 2016).

Recent calls for cybersecurity data to become more available to broader academic audiences 
received a slow response. Common barriers include lack of incentives, data sensitivity, and 
fear of getting scooped (Nelson 2009; Tenopir et al. 2011). Additionally, cybersecurity research 
lacks consistent frameworks that can help consolidate the domain’s views on what to share 
and how to maintain adequate levels of quality (Baker & Millerand 2012; Serrano et al. 2014). 
Privacy, security, proprietary restrictions, and legal concerns make security data gathering and 
dissemination challenging for all stakeholders, including infrastructure and data owners as 
well as data collectors, producers, and distributors (Balenson et al. 2015; Mathew & Cheshire 
2018; Serrano et al 2014). However, the domain is engaged in ongoing discussions about the 
appropriate models for data collection, storage, and sharing (Atapour-Abarghouei et al. 2020; 
Fisk et al. 2015; Scheper et al. 2011; Shou 2012).

One barrier is that preparing data for sharing is costly and time-consuming, even though 
cybersecurity papers that share data were shown to receive more citations (Zheng et al. 2018). 
To alleviate the cost of sharing for individual researchers, shared environments have been 
established with support from federal, academic, or commercial organizations, which resulted 
in the creation of several valuable public resources of cybersecurity data (Blackfire Technology, 
Inc. 2019; InfraGuard 2018; MIT Lincoln Laboratory 2016; San Diego Supercomputer Center 
2020; US Department of Homeland Security 2022). Cybersecurity exercises and competitions 
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publicized via websites and academic papers also have generated several public data sources 
(Abbott et al. 2015; Brynielsson et al. 2016; Munaiah et al. 2019; Shou 2012; Sommestad & 
Hallberg 2012).

Despite their acknowledged value, those data sharing environments and websites face 
difficulties in long-term maintenance and often provide limited functionality or cease to exist 
after a short period of operation (see, for example, Dumitraş 2018; Dumitraş & Shou 2011; ISCX 
2007; University of California Irvine 1999). Some data sources have been criticized for their 
high levels of anonymization and dubious authenticity (Maciá-Fernández et al. 2018; Mahoney 
& Chan 2003; McHugh 2000; Sun et al. 2019). As larger data-sharing platforms in cybersecurity 
remain a desirable goal of the future, researchers are left to navigate the current fragmented 
landscape of publicly available data, collecting or synthesizing their own data and metadata 
and making ad-hoc decisions about how to share them (Brown et al. 2009; Fontugne et al. 
2010; Moustafa & Slay 2015; Sperotto et al. 2009; Tavallaee et al. 2009).

This brief overview shows that researchers in cybersecurity rely on a limited range of existing 
data sources, and they tend to not share their own data. In 2018, Zheng et al. examined 965 
cybersecurity papers between 2012 and 2016 to understand the patterns of data production, 
sharing, and use. The authors found that papers that used data were split between using the 
existing data and creating new data, and over the years only 15–19% of the created datasets 
were made public, although the trend was rising, closer to 30% in 2016. Another exploratory 
study of public cybersecurity data sources found that those sources had a strong focus on 
vulnerability and a low degree of standardization (Sauerwein et al. 2019).

The present study contributes to the discussions about models of data sharing and use in 
cybersecurity research. It complements Zheng et al.’s (2018) study by providing an updated 
view on the data landscape in cybersecurity research. Additionally, this study examined a 
broader set of questions and conducted a more detailed analysis of the patterns of sharing, 
including the authors, research methods, data, and code. These findings help make the case for 
more nuanced approaches to open data sharing and to build better support for diverse forms 
of collective sharing of research objects, including data and code.

METHODS
The study aimed to examine the nature, use, availability, and modes of sharing of cybersecurity 
data for research. It draws on the concept of research objects and incorporates code, or analytic 
techniques, in its examination of sharing resources in support of research objectives and claims 
(Bechhofer et al. 2010). It addressed the following research questions:

•	 (RQ1) Who contributes to cybersecurity research and its sharing?

•	 (RQ2) What methods do researchers use and how are those methods related to data 
availability?

•	 (RQ3) What is the availability of cybersecurity data and software tools?

To address these questions, papers published between January 2015 and September 2019 
were collected using two search strategies: a localized and an expanded search. For the 
localized search, we reviewed websites of eight highly ranked universities, focusing on the US 
Midwest and Western regions, and identified researchers who described themselves as working 
in cybersecurity. Using Google Scholar, Web of Science, the ACM Digital Library, and the IEEE 
Digital Library, we compiled a list of publications authored by those researchers. Seventy-seven 
papers were collected using this approach.

For the expanded search, we reviewed proceedings of four national cybersecurity conferences: 
IEEE Symposium on Security and Privacy, Computer and Communications Security (CCS), USENIX 
Security Symposium, and Networked and Distributed Security Symposium (NDSS). Papers that 
used data and focused on cybersecurity of computers and networks were included in the 
sample. The combined data from both searches was reviewed for duplicates and empirical 
focus, that is, the publications had to use data and report research based on observations or 
experimentation. The final dataset included 171 publications (see Table 1).
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The analysis involved close reading of the papers and subsequent coding of text segments. 
Upon detailed examination of each publication and its metadata, we extracted relevant 
information into a spreadsheet, including publication title, year, and venue. We also extracted 
information about authors and datasets. For authors, we examined the information available 
in the papers and performed Internet searches to record their names, positions, gender, 
institution, and research focus. For datasets, we recorded the dataset name, its origin, and 
availability of both data and analytical tools. Any tools mentioned in the publications were 
recorded in the spreadsheet for further aggregation and analysis (see the ‘Results’ section 
below). If there was a URL for either dataset or analysis software, it was included in the 
coding spreadsheet. To avoid duplication of datasets, we gave the datasets consistent names, 
descriptions, and URL links (when available).

Additional characterizations of how the datasets were used in each publication were 
documented in a separate column labeled ‘Methods of analysis.’ The codes for methods of 
analysis in the publications emerged bottom-up as the authors read the papers and recorded 
types of analysis performed in the papers with free 2–3-word labels. The coding was later 
aggregated and standardized into several categories (see codebook in Appendix A). To ensure 
consistency in coding, we examined the first ten papers together and discussed coding and 
interpretations. After reaching an agreement on clear interpretations of each code, the rest 
of the coding was split into equal shares with both authors reviewing the final analyses and 
discussing any questions and potential disagreements.

Datasets were also coded using two taxonomies developed in previous studies that described 
cybersecurity data sources (Sauerwein et al. 2019; Zheng et al. 2018). A simplified version of 
both taxonomies was used in the coding; namely, we took the main categories and did not use 
any additional facets and subcategories. Our coding was guided by the descriptions provided 
in the original papers. In case of disagreements, we aimed for internal consistency within our 
own study rather than consistency across our study and the studies by Sauerwein et al. and 
Zheng et al. because our data set differed from theirs. From Zheng et al. (2018) the following 
categories were used: 1) attacker-related, defined as any data that is already deemed malicious 
or is used by attackers, including scams, malware, and vulnerabilities, 2) defender artifacts, 
such as firewalls or secure configurations, 3) user and organization characteristics, defined 
as information about users and organizations online behavior, and 4) internet characteristics, 
defined as network characteristics, including applications, traffic and traces, and various 
adverse events.

From Sauerwein et al. (2019) we used the following main categories: 1) vulnerability, defined 
as weaknesses that might be exploited by a threat, 2) threat, defined as potential causes of 
unwanted incidents, 3) countermeasure, defined as any administrative, managerial, technical 
or legal control that is used to counteract an information security risk, 4) attack, defined as 
information regarding any unauthorized attempt to access, alter or destroy an asset, 5) risk, 
defined as the consequences of a potential event, such as an attack, and 6) asset, defined as 
any object or characteristic that has value to an organization. The codebook used in this study 
is provided in Appendix A.

Table 1 Venues of Sampled 
Publications.

PUBLICATION VENUE COUNT PERCENT

ACM Computer and Communications Security Conference (CCS) 40 23%

USENIX Security Symposium 40 23%

IEEE Symposium on Security and Privacy (SP) 21 12%

Network and Distributed System Security Symposium (NDSS) 17 10%

ArXiv 8 5%

Other (journals, conferences) 45 26%

Total 171 100%
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RESULTS
PUBLICATION AUTHORS AND METHODS

Overall, 823 individuals contributed to cybersecurity research in our sample between 2015 and 
2019. The number of authors per paper ranged between 2 and 12, with the average of about 
five authors per publication (see Table 2).

To better understand the range and nature of authors’ contributions, we coded and analyzed 
the professional profiles of the publications’ first authors. The majority of published research 
came from academic institutions in the US, but there were also commercial and government 
organizations such as Microsoft Research, Lawrence Livermore National Laboratory, and 
Symantec Research Labs. The position titles of first authors at the time of publication included 
mostly traditional academic positions and a few research- and practice-oriented positions, 
including engineers, computer scientists, and software developers. The majority of the first 
authors (75%) were doctoral students (see Table 3).

Cybersecurity research remains a male-dominated field, at least in terms of primary 
authorship recognition. Out of 171 first authors, only 24 of them (14%) were females. The 
relative proportion of female students was slightly smaller than the proportion of females 
in faculty, but these numbers are difficult to evaluate due to a very small number of faculty 
first authors (Table 4). Three faculty women who were first authors in our dataset were full 
professors. Male faculty first authors were in various ranks, including assistant, associate, 
full, and research professors. The positions of male first authors were also more diverse as 
they included research scientists, undergraduate students, and engineers (category ‘Other’ 
in Table 4).

Table 2 Number of Authors in 
Publications.

TOTAL NUMBER OF AUTHORS NUMBER OF PAPERS PERCENT

2 20 12%

3 39 23%

4 33 19%

5 21 12%

6 22 13%

7 13 8%

8 12 7%

9 4 2%

10 4 2%

11 2 1%

12 1 1%

Mean # authors per paper 4.81

Standard deviation 2.21

Table 3 Positions of First 
Authors in Publications.

FIRST AUTHOR POSITION NUMBER OF PAPERS PERCENT

Graduate student (PhD) 128 75%

Faculty 18 11%

Postdoctoral researcher 8 5%

Graduate student (MS) 8 5%

Other 9 5%

Total 171 100%
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Next, we examined methodologies and analytical approaches that were used in publications. 
In describing the types of analyses, we focused on whether the authors developed their own 
system (prototype and evaluation) or an algorithm (algorithm development and testing); used 
machine learning in a specific domain (machine learning application); examined vulnerabilities 
in a system (vulnerability analysis); or emphasized conceptual development (conceptual model) 
or statistical analysis. When there was an overlap between methodologies, the paper would be 
categorized first based on the primary goal and then, a secondary (and if necessary, a tertiary) 
category would be assigned to the paper. For example, if authors developed a prototype that 
included a novel algorithm to identify cyberattacks, the paper would be first categorized as 
‘Prototype and evaluation’ and then as ‘Algorithm development and testing.’ The results for 
primary types of analysis are presented in Table 5 below.

Almost half of the papers (47%) used prototyping and evaluation as their main type of analysis. 
The second largest category was algorithm development and testing (25%), with the remaining 
categories representing less than 10% of total papers. The methods that were included in the 
‘Other’ category were network scanning and surveys of the domain or stakeholders.

About one-third of the publications (58 or 34%) used more than one type of analysis. Thus, 
more than a quarter of publications (29 out of 81) that used prototype development and 
evaluation, also used algorithm development as their methodology. Prototype development 
was also used in conjunction with vulnerability analysis, machine learning applications, and 
network scanning. Prototypes and algorithms were developed for a wide range of uses and 
applications, including phishing and malware detection, network and data monitoring, privacy 
protection and data anonymization, and threat intelligence.

Publications relied on a large variety of computing tools, including operating systems, major 
programming languages, data science tools, benchmarking platforms, and data sources 
and platforms, such as VirusTotal. Linux was among the most popular operating systems 
(mentioned 45 times), followed by Windows (mentioned 19 times). Mac OS was mentioned 
only three times along with other rare operating systems such as Graphene and Redox/Rust.

The large variety of tools and software mentioned in the publications made the creation of 
standard categories difficult. Overall, we counted over 450 technological tools and their variations 
mentioned in the publications. Python programming language and its various packages were 
mentioned about 60 times. WEKA, a free collection of machine learning algorithms, and 
some other machine learning packages were also used in algorithm development and ML 
applications. Less common languages and scripting tools included C/ C++, Java, R, and shell 
scripting. Virtualization and cloud computing tools included Qemu/KVM, AWS/Amazon, VM, 

FIRST AUTHOR POSITION
GENDER

FEMALE MALE

Graduate student (MS or PhD) 18 (13%) 118 (87%)

Faculty 3 (17%) 15 (83%)

Postdoc 3 (37%) 5 (63%)

Other 0 9 (100%)
Table 4 First Author Positions 
by Gender.

Table 5 Primary Types of 
Analysis in Publications.

TYPE OF ANALYSIS FREQUENCY PERCENT

Prototype and evaluation 81 47%

Algorithm development and testing 42 25%

Vulnerability analysis 13 8%

Conceptual model 12 7%

Machine learning application 8 5%

Statistical analysis 8 5%

Other 7 4%

Total 171 100%
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Docker, and VirtualBox, with AWS/Amazon being the most common one (mentioned in at least 
eight publications). Almost one-fifth of the publications (33) did not mention any software or 
technologies. Some of them focused on mathematical proof and conceptual analysis, while 
others engaged in data analysis, prototype evaluation, or algorithm development without 
providing specifics about which technologies they used.

DATA AND CODE

Origin and Availability

We identified 438 datasets in our sample. Eight publications used no datasets as they relied on 
mathematical proof and software development, or their data sources could not be identified. 
Some publications used the same datasets or sampled from the same sources with varying 
characteristics (e.g., different date ranges or selected variables). Twenty-eight datasets 
were used more than once across all publications. After those duplications were identified 
and removed from the sample, the resulting set consisted of 387 unique datasets total. This 
deduplicated sample was used for subsequent analysis. The number of datasets per paper 
ranged between one and 12 (see Table 6).

Most of the publications used 1–3 datasets, with an average use of 2.6 datasets per paper. 
However, several publications relied on larger data gathering efforts. For example, one paper 
used data from nine sources, eight of which were the existing sources with varying levels of 
public availability. One paper used 12 datasets. This paper developed a model of an offline 
password cracker; it tested the model on the data from recent massive password breaches of 
such companies as Yahoo!, Dropbox, LastPass, dating service site Ashley Madison, and others. 
Three of these datasets (000webhost, Ashley Madison, and Yahoo! passwords) are publicly 
available, while all others are not available.

For each dataset, we coded its origin, that is, whether the data was drawn from the existing 
sources, collected, simulated, or synthesized; and its availability, that is, whether it was made 
publicly available or not. Data was considered simulated when it was collected from an 
experimental setup or a simulated environment, while synthetic data was the data generated 
to reproduce certain characteristics of the existing real-world data. Additionally, we coded the 
public availability of processing software (analytics).

In terms of the data origin, more than half of the datasets (55%) used in the publications were 
existing datasets, that is, datasets that were previously collected by others (see Table 7). The 
second largest group (27%) was data collected by publication authors themselves.

Table 6 Number of Datasets in 
Each Paper (Ndatasets = 387).

DATASETS IN EACH PAPER NUMBER OF PAPERS PERCENT

1 61 16%

2 54 14%

3 93 24%

4 36 9%

5 55 14%

6 or more 88 23%

Mean 2.6

Table 7 Origin of the Datasets 
Used in Cybersecurity 
Research.

DATA ORIGIN NUMBER OF DATASETS PERCENT

Existing 211 55%

Collected 105 27%

Simulated 17 4%

Synthetic 10 3%

Other 44 11%

Total 387 100%
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The category ‘Other’ was applied to datasets that were compiled from multiple sources or 
when there was not enough detail to determine the contents and origin of the dataset. Below 
is an example of how compilations of multiple datasets were described:

We use a set of reputation blacklists to measure the level of malicious activities in 
a network. This set further breaks down into three types: (1) those capturing spam 
activities, … (2) those capturing phishing and malware activities, … and (3) those 
capturing scanning activities, including the Darknet scanners list …

Figure 1 below illustrates public availability of datasets used in cybersecurity research publications.

As evidenced in the figure above, a larger majority of the datasets (58%) were not publicly 
available. At the same time, a good share of the datasets (37%) was publicly available. Another 
two small categories (3% each) were restricted availability or other sharing arrangements, such 
as partial availability, availability upon request, and sampling or assemblages from multiple 
existing datasets that were not clearly defined or were not reproducible with the details 
available in the paper.

Analytical tools used to process and analyze datasets had a different availability pattern (see 
Figure 2). Only a small fraction of code and analytical tools was made publicly available (11%), 
with two more items partially available or available upon request. The rest (89%) was not 
publicly available.

Figure 1 Public Availability of 
Datasets in The Sample.

Figure 2 Public Availability 
of Computing and Analytical 
Tools for Data Processing.
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All publicly available code except for one publication used GitHub for sharing. Some papers 
used one repository to share code for processing more than one dataset. There were only 25 
instances where both the dataset and the code were made publicly available, those instances 
came from 14 publications (8% of the sample). Three more papers had data available upon 
request or partially available, and one other paper used data from a restricted source that is 
currently described as a ‘past project’ on the website with no means of accessing the data.1

Upon further examination, the notion of ‘public availability of data’ turned out to be complicated. 
When coding for public availability, we considered datasets publicly available when some 
information was provided in the publication to assist others in locating the datasets. However, 
when we tried to find the data using the provided sources, the ease of discovery varied 
significantly among publicly available datasets. To understand this variability better, we coded 
for the types of availability (see Table 8 below).

Out of 165 datasets with public or other availability, 47 datasets (28%) provided a URL to a 
repository rather than to the dataset itself. Additional browsing or searching was needed to 
identify the specific data mentioned in the publications. About one-fourth of available data 
provided a citation, but no URL. For example, one paper cited the source of their data in the 
reference section as follows: ‘A. Asuncion and D. Newman. UCI machine learning repository, 
2007.’ While this repository can be easily found via Internet search, it contains hundreds of 
datasets that were deposited at various times.

Almost one-fourth of the available data (24%) provided neither URLs nor citations to their 
data. Some of those publications used software as an input, so they simply listed that 
software in the text of the paper. Others referred to other publications that presumably had 
information about the datasets or described their data in a non-specific way, for example, ‘We 
use a collection of nine live blacklist feeds, summarized in Table I, to label relevant entries….’ 
Thirteen percent of available datasets provided a URL to the dataset, and an additional 
10% resulted in a broken link at the time of our analysis. Only one dataset had a persistent 
identifier (DOI).

One particular publication clearly illustrates the complexities of data sharing and use. We 
identified seven datasets in that publication. One dataset came from the Center for Applied 
Internet Data Analysis (CAIDA) repository. It had a direct URL to the dataset, but the data 
was restricted as access to it requires registration and approval. The remaining six datasets 
came from various sources and used several tools to collect or acquire network traffic data, 
including a campus network, browser extensions, external websites, and so on. None of those 
six datasets or their combination (a merged dataset was also reported in the paper) were 
available for re-use, and only one of them had a link to a website that resulted in an error at 
the time of our analysis.

Another publication used exploit kit samples (an existing dataset) and provided a link to a 
repository that contained those kits. However, the dataset was classified as unavailable in our 
analysis because it was not possible to determine which kit samples were used in the paper 
given the information provided. The same paper mentioned other datasets, which could be 
found via internet search; however, the paper itself did not provide a citation or a URL.

1 https://www.feinberg.northwestern.edu/sites/chip/our-projects/past-projects/healthlnk.html.

Table 8 Types of Data 
Availability in Publications.

TYPE OF DATA AVAILABILITY NUMBER OF DATASETS PERCENT

URL to a repository 47 28%

Citation, no URL 40 24%

No URL or citation 40 24%

URL to dataset 21 13%

Broken link 16 10%

DOI 1 1%

Total 165 100%

https://www.feinberg.northwestern.edu/sites/chip/our-projects/past-projects/healthlnk.html
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Some publications included URLs to GitHub repositories, but a significant effort was needed to 
find the data that was used for analysis. URLs in several other publications turned out to be 
broken links at the time of our analysis. Several publications used the Alexa Top Sites service, 
which was retired on May 1, 2022. Until that point, the repository had been available as a 
subscription service; to access the data, users would need to pay for subscription and then 
reconstruct the dataset with parameters described in the publication. Because the service was 
constantly updating the data, the availability of historical data was unclear.

Existing and Collected Data

As noted above, many publications in our sample relied on the datasets previously collected 
by others, that is, on the existing data. Such data included network traces, files or software 
excerpts, various statistics, and text information collected from various websites, forums, and 
newsgroups. Very few existing datasets used simulated datasets, such as simulated network 
traffic data: ‘The ISCX-IDS-2012 dataset was gathered by simulating real normal network 
traffic along with multi-staged attacks in a testbed environment.’

Out of the 211 existing datasets used in the publications, slightly more than half (118 or 56%) 
were determined to be publicly available. The rest of them were either not available (36%), were 
restricted (6%) or were collected from multiple sources (2%, see all percentages in Table 9).

Restrictions could include registration, payment, or both. For example, the Alexa Top Sites web 
service mentioned above used to provide lists of web sites ranked by traffic. To access data 
through this service, one had to create an account and pay $0.0025 per URL returned.2 CAIDA 
at the San Diego Supercomputer Center at University of California San Diego required a data use 
agreement and full registration with details about the user(s), their affiliation, and their project.

The existing datasets that were not available publicly or had restrictions included data collected 
from commercial organizations, such as Uber, Cisco, Symantec, and others. Some papers used 
breached or leaked data found on the dark web and did not share or link to the data to avoid 
wider publicity. For example, one paper developed and tested a password similarity model 
using billions of username-password pairs that were compiled from major data breaches 
around 2017 and shared on the dark web. Malware sample datasets were also not available. 
Another example of the use of existing datasets not available for re-use included intrusion 
alerts collected from the 2017 National Collegiate Penetration Testing Competition (CPTC), 
where teams worked to identify and capture vulnerabilities of the same infrastructure using 
Suricata software. This dataset is an example of a considerable data collection and curation 
effort that the researchers undertook to test their models. The dataset was coded as ‘existing’ 
even though no information was provided regarding who collected the data as illustrated by 
the quote below:

This paper demonstrates ASSERT’s capability using the intrusion alerts collected 
from the 2017 National Collegiate Penetration Testing Competition (CPTC) …, where 
approximately 60 people from 10 teams attempting to penetrate into the same 
computing infrastructure to find as many vulnerabilities as possible. Suricata was 
installed to capture malicious activities over approximately a 9-h period, and the 
Suricata alerts were used as inputs for the experiments shown in this paper ….

However, in additional search for the sources of this dataset, we found another paper published 
by the co-authors of this publication that described a related dataset from CPTC from another 
year and provided a link to datasets from competitions in 2018 and 2019 (Munaiah et al. 2019). 

2 https://aws.amazon.com/alexa-top-sites/faqs/.

Table 9 Availability of the 
Previously Existing Datasets.

EXISTING DATASETS DATASETS IN PUBLICATIONS PERCENT

Public 119 56%

Not available 75 36%

Restricted access 13 6%

Other 4 2%

Total 211 100%

https://aws.amazon.com/alexa-top-sites/faqs/
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This second paper illustrates that the effort to collect and organize the data was considered 
substantial enough to merit a separate publication. At the same time, lack of standards in 
describing and publishing the data creates situations where important details can be missing, 
as it is still not clear from either publication whether the dataset from year 2017 have been 
made available.

To better understand the nature of the existing datasets used in publications, we used data 
classifications from Zheng et al. (2018) and Sauerwein et al. (2019) described above. According 
to Zheng et al.’s classification, the existing datasets were split across three categories: user and 
organizational characteristics, attacker-related data, and Internet characteristics (see Table 10).

One-fifth of our datasets could not be categorized within this classification: particularly, 
the datasets that were used for algorithm development and testing or machine learning 
applications, such as samples from the ImageNet database that contains image data3 and the 
MNIST database containing images of handwritten digits.4 These machine learning datasets 
are not derived from or related to user data, attacker footprint, or Internet traffic, but they 
are important in developing or optimizing methods that protect machine learning approaches 
from unintended consequences and uses. Below is an example of how the use of images in 
cybersecurity research was justified:

Deep learning algorithms have shown exceptionally good performance in speech 
recognition, natural language processing, and image classification. However, there 
is growing concern about the robustness of the deep neural networks (DNN) against 
adversarial attacks. … For image classifiers, it has been shown that adding small 
perturbations to the original input image (known as ‘adversarial examples’) can force 
an image classifier to make mistakes, which can yield practical risks.

In comparison to Zheng et al. (2018), the Sauerwein et al. (2019) classification method was 
even harder to apply. Its categories were action-oriented (e.g., attack versus countermeasure) 
and many datasets could have been described as related to those actions, but not necessarily 
representing the actions themselves. Therefore, a large majority of the existing datasets (71%) 
were coded as ‘Asset,’ that is, any object or characteristic that has value to an organization. 
The second largest category (15% of the datasets) was ‘Threat,’ that is, a potential cause of 
unwanted incidents (Table 11).

3 https://image-net.org/.

4 http://yann.lecun.com/exdb/mnist/.

Table 10 Nature of the Existing 
Cybersecurity Datasets 
per Zheng et al. (2018) 
Classification.

CATEGORY EXAMPLES NUMBER OF 
DATASETS

PERCENT

User and organization 
characteristics

Patient or financial records, social media, 
reviews

57 27%

Attacker-related Malware, vulnerability data, security certificates 49 23%

Internet characteristics Network traces, IP packets, access logs 49 23%

Defender artifacts Security alerts, non-leaked password databases 13 6%

Other Images, citation data, web pages 43 20%

Total 211 100%

Table 11 Nature of the Existing 
Cybersecurity Datasets per 
Sauerwein et al. (2019) 
Classification.

CATEGORY EXAMPLES NUMBER OF 
DATASETS

PERCENT

Asset Whitelists, network traffic, emails, images 150 71%

Threat Security alerts, data breaches 32 15%

Countermeasure Spam samples, VirusTotal samples, security certificates 13 6%

Attack DDoS attack data 7 4%

Vulnerability Vulnerability data 8 4%

Risk Market transactions 1

Total 211 100%

https://image-net.org/
http://yann.lecun.com/exdb/mnist/
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Since these classifications were developed to address research questions that were different 
from ours, they were difficult to apply consistently and therefore, must be interpreted with 
caution. Nevertheless, understanding the nature of the datasets is important for further 
promotion of their sharing and for building necessary infrastructure to support the practice 
of sharing. As our findings show, data in cybersecurity research varies. Therefore, the data 
management and sharing infrastructure will need to support this variety. In the future, it 
may be beneficial to develop a more robust and expandable data classification approach that 
covers a larger variety of data used in cybersecurity research and has guidelines for consistent 
application.

Among the datasets we analyzed, a majority (55%) were pre-existing. Datasets that were 
collected by the authors of the publications comprised 27% of the overall number of datasets. 
Most of these datasets (87%) were not available either publicly or by request (see Table 12).

Using Zheng et al.’s taxonomy, the majority of the collected datasets could be described 
as ‘Internet characteristics’ (54%). The researchers collected logs from various computer 
configurations, network traffic data, software samples and baseline data. Another large 
category of collected data was attacker-related data (31%). Only four out of 32 datasets in this 
category were publicly available. They included data on honeypot attacks and specific types 
of vulnerabilities. The dataset that was available upon request included 30 exploit kits. The 
rest of the datasets included honeypot data, various emails collections, malware samples, and 
vulnerability scanning results. None of those datasets were publicly available.

DISCUSSION
This study provides an in-depth look into the practices of data sharing and use in cybersecurity 
research in 2015–2019. It contributes to a larger body of literature that calls for broader sharing 
in cybersecurity, including the sharing of vulnerability information, threat intelligence, incidents 
reports, research findings, and best practices (Pala & Zhuang 2019). Focusing on the sharing 
of research data as a narrower aspect of information sharing, our study reveals several gaps in 
the data practices, and points to the need of creating a more robust data access and sharing 
ecosystem in cybersecurity research. Figure 3 below provides a synthesis of the main themes of 
this study and ties them to a broader set of factors that help to promote public access to data 
(Arzberger et al. 2006; Chawinga & Zinn 2019).

Our study points to tensions or contradictions that are depicted in the shades of green and 
orange in the figure above. On one hand, cybersecurity research is innovative and collaborative, 
and it prioritizes team effort and student work; it also uses multiple tools and data sources, while 
engaging in active technological experimentation and data re-use. On the other hand, it lacks 
gender diversity, performs most of the experimentation with free open-source technology—which 
in some ways limits applicability of its solutions—and does not share much of its tools or data.

Gender disparities in cybersecurity follow persistent global patterns (Larivière et al. 2013; 
Peacock & Irons 2017; Ross et al. 2022). Being underrepresented in first authorship, females 
are less likely to lead studies and contribute to the advanced research design practices. They 
are also less likely to serve as role models and encourage other women to go into cybersecurity 
research, thereby limiting the diversity of perspective in the field, its data, and its code 
practices. Limited gender diversity in cybersecurity can negatively impact data practices as a 
more homogenous group is likely to approach solutions based on a limited set of experiences, 
potentially overlooking sources of data, user insights, and innovation. This can leave systems 
vulnerable to unforeseen threats or provide solutions for a limited set of cyber environments 
(Azhar et al. 2019; Tuma & Van Der Lee 2022).

Table 12 Availability of the 
Collected Datasets.

CATEGORY NUMBER OF 
DATASETS

PERCENT

Not available 91 87%

Public 12 12%

Available upon request 2 1%

Total 104 100%
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Cybersecurity research relies on a variety of methods, with prototyping and algorithm 
development being the primary methods in our sample, pointing to dynamic technological 
experimentation as one of the features of this field. As a necessary condition and a consequence 
of extensive experimentation, cybersecurity uses a large variety of advanced technologies and 
data sources. At the same time, it appears that software licensing fees may be a barrier in 
cybersecurity research as most papers favored Linux and Python as their tools of choice. On 
one hand, open-source free software is beneficial as it promotes a wider use and availability of 
tools. On the other hand, proprietary environments, such as Windows or Mac OS environments, 
could also benefit from cutting-edge prototyping and evaluation as well as from algorithm 
development, but it is not clear how much of that is part of the ongoing cybersecurity research.

More than half of the papers in our sample relied on the existing datasets; researchers often 
used more than one dataset in their studies. Despite active re-use of data, there was a notable 
lack of tool and data sharing. Coupled with concerns over lack of data sharing mentioned in 
the background section, this study reaffirms the need for robust, standardized, and quality-
controlled data sharing frameworks in cybersecurity research.

While there are many valid concerns in sharing cybersecurity data, including possible harm 
from sharing dark web data or malicious vulnerabilities data, wider availability with appropriate 
precautions will benefit the field (Plale et al. 2019). Moreover, arguments of harm or negative 
impact of data sharing should be confirmed with evidence from practice; otherwise, proprietary 
practices will engender obscurity rather knowledge and stall the advancement of the field 
(Atapour-Abarghouei et al. 2020). Testing prototypes and algorithms in real-world scenarios 
that use large amounts of data can provide more robust, applicable results. The availability 
of data for testing, evaluation, and development increases its value in cybersecurity research 
and saves expense for those who re-use the existing data (Moore et al. 2019). Finding nuanced 

Figure 3 Data and 
Cybersecurity Research, from 
Present to Future.
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solutions to the challenges of sharing data in cybersecurity research requires addressing 
a combination of factors, including cultural/behavioral factors, organizational/institutional 
factors, legal/policy factors as well as financial and technological factors (see Figure 3). These 
factors are briefly discussed below.

Cultural factors appear to be the largest, most challenging to address, as has been pointed 
out in the data sharing literature (Gormley & Gormley 2012; Poirier & Costelloe-Kuhn 2019). 
Addressing culture involves fostering a shift toward openness, transparency, and trust; 
challenging existing stereotypes; modifying education and training practices; as well as 
establishing incentives for both data collection and management activities. Diversity efforts 
could benefit from more general strategies of increasing equity and inclusivity—such as better 
work environments, inclusive job advertisements, and work-life balance (Su et al. 2015)—and 
from strategies tailored to this field, such as addressing the ‘hacker’ and ‘protector’ stereotypes, 
acknowledging women’s contributions, and inviting broader expertise to cybersecurity (Shumba 
et al. 2013; Poster 2018). Considering the high participation of graduate students in research, 
changes in their training toward prioritizing open science and data work could help change the 
existing patterns of data use toward more sharing, while building the necessary infrastructure 
for it (Campbell et al. 2019; Hrynaszkiewicz et al. 2021).

A key idea for addressing organizational/institutional factors includes developing models 
of collaboration between academia, industry, and professional organizations. Each of these 
entities has resources to contribute. However, the synergy among them is often hindered by 
the lack of structures and frameworks of collaboration that address risks on all sides, while 
encouraging more openness and transparency (Hui 2010; Kashef 2023; Yanakiev 2020). In 
some ways, these models are also connected to legal/policy and financial factors as certain 
organizations may promote or hinder data sharing and determine how resources are allocated. 
Considering the high variability in approaches to data and code citations, there is also a need 
for standardization of data and software policies, which requires coordination among various 
organizations. Consensus-building activities across academic and commercial data providers 
could help cybersecurity researchers develop common tools, guidelines, and policies for sharing 
data and analytical tools. The funding models also need to address the need of working with 
commercial data and long-term sustainability of data sharing solutions.

Finally, technological factors in advancing data sharing in cybersecurity research include 
developing infrastructure that enables long-term sharing of all components of research 
products, including data, metadata, code, and narrative descriptions. Data sharing platforms 
such as CAIDA or Impact CyberTrust demonstrate how data availability can be increased to 
practice safe open science in cybersecurity, even if individual data downloads is not the ideal 
model for sharing and re-using large-scale data (Ives et al. 2008).

In this study we considered data as part of a research object and examined code availability as 
a key component of scientific evidence. Lack of code availability along with the differences in 
reporting technical experimentation raise questions about wider applicability and reproducibility 
of cybersecurity research. Unavailable code creates gaps in cybersecurity research methods, 
which rely on computing environment and tools to develop and test its hypotheses and 
create knowledge. While some publications were very specific in describing their technical 
environments and tools, many others omitted details that would allow other users to verify their 
approach without contacting the authors. Overall, our study revealed a lack of standardization 
in documenting/reporting experimentation and supporting technologies, which could be a sign 
of a still maturing field but is also a clear sign of challenges with infrastructure development 
and adoption.

Each of the factors discussed briefly above contains a multitude of avenues for future research 
directions and practical steps. Areas for further investigation may include the development 
of data sharing frameworks that facilitate sharing of commercial or potentially harmful 
data (e.g., malicious data), as well as the promotion of diversity in cybersecurity research, 
greater reproducibility through code availability, and infrastructure that better supports data 
repeated uses of existing data and code. In addition to resources for data sharing, the field 
needs resources for code sharing. A fuller systematic review that addresses the current state 
of the cultural, institutional, policy, and technological factors that affect data practices in 
cybersecurity research could also further advance the field and guide the research agenda.
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This study has several limitations. First, our sampling technique, while covering top conferences 
in cybersecurity and supplementing it with a range of publications from highly ranked 
cybersecurity programs in the US, created a dataset that cannot be considered representative 
of the cybersecurity research because it does not cover a wide range of cybersecurity journals. 
It is also skewed toward the research in the US and does not fully represent the international 
perspectives. Such sampling could provide an incomplete representation of data practices in the 
field. Second, our analysis focused mostly on data and code availability, and it did not address 
the nature of the data in depth. Our attempt to use existing taxonomies has demonstrated their 
insufficiency for such a fast-developing field, but developing a taxonomy of data in cybersecurity 
was beyond the scope of this study. A deeper analysis of what types of data are shared and 
in what environments will help to create a fuller picture of data practices in cybersecurity and 
identify areas that information professionals can target for cyberinfrastructure development 
and training, outreach, and support services.

CONCLUSION
The findings of this study show that while the data and code in cybersecurity research are 
often not publicly available, the landscape of data sharing and use in cybersecurity is more 
complicated than a lack of incentives or unwillingness to share data. Many researchers rely 
on the existing data in their experimentation, but the nature of data they work with creates 
obstacles for accessing and re-using good data. Researchers often rely on more than one 
dataset in their studies, as they compile data from multiple sources over extended periods of 
time. Many generate code to process data, but as graduate students are often responsible for 
data collection, transformation, and analysis, it is not clear whether there is adequate training 
in data and software curation. The diversity of patterns of sharing and use found in this study 
indicates that individual researchers and teams may have their own idiosyncratic data and 
code management approaches that can benefit from standardization.

Sharing large-scale real-world data and code in security-related contexts needs a robust 
cyberinfrastructure that would support both large data producers (organizations and 
individuals) and data consumers (cybersecurity professionals and academic researchers). 
Building such infrastructure would benefit from broader diversity and inclusion strategies, 
consensus-building activities, and more graduate student training. The success of the data 
sharing ecosystem in cybersecurity depends on further standardization in data and software 
policies, including the policies of citation and attribution, and the mechanisms of persistent 
preservation and sharing of data collected in academic and commercial settings—all of which 
will pave the way for cyberinfrastructure, policies, and standards that advance the quality and 
availability of data in the field of cybersecurity research.
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